
We thank all reviewers for their constructive comments and address the raised issues below.1

R1: More descriptions of the flow reversal layer. As described in Secion 3.2 of the manuscript, we introduce the2

flow reversal layer to synthesize intermediate video frames. During training, while the reversal layer itself does not3

have learnable parameters, it allows the gradients to be backpropagated to the flow estimation module in Figure 2 of the4

manuscript, and thus enables end-to-end training of the whole system. The finetuned flow estimation network improves5

the PSNR by 0.15 and 0.17 dB on the “whole” and “center” of the Adobe240 dataset against the model with parameters6

fixed. More importantly, the flow reversal layer can estimate the backward flow from the acceleration-aware forward7

flow, which is in sharp contrast to the linear combination strategy of [6]. This significantly improves the results as8

shown in Table 4 of the manuscript. The source code, as mentioned on L141, will be made available to the public.9

R1: Why the adaptive flow filtering is a better way of reducing artifacts? As introduced on L112-120 of our paper,10

the artifacts from the flow reversal layer are mostly thin streaks with spike values (Figure 1(a)). Such outliers cannot be11

easily removed by convolution layers (Figure 1(b)) because the weighted averaging of convolution can be affected by12

the spike outliers. In image processing, the outliers with spike values (e.g. salt-and-pepper noise) are usually handled by13

median filters which sample one pixel from a neighborhood and avoid the issues of weighted averaging (Gonzalez et al.,14

Digital Image Processing, 2002). However, the median filter involves indifferentiable operation, and cannot be easily15

trained in our end-to-end model. In contrast, the proposed adaptive flow filtering samples one pixel in a neighborhood16

by learning the sampling location with neural networks and can more effectively reduce the artifacts of the flow map17

(Figure 1(c)). Our method could be seen as a learnable median filter in spirit.18

(a) ft→0 (b) f ′
t→0 with conv. (c) f ′

t→0 with ada. (d) Result with (b) (e) Result with (c)

Figure 1: Effectiveness of the adaptive flow filtering. (a) is the backward flow ft→0. (b) is the filtered flow field by a
CNN with residual connection. (c) is produced by the proposed adaptive flow filtering. (d) and (e) are the synthesized
results with (b) and (c), respectively.
R1: The same ablation study on other datasets. We
present an ablation study on the Adobe240 in Table 1,
which shows similar results to Table 4 of the manuscript.
Although the quantitative improvement from the adap-
tive flow filtering (ada.) is small, this component is im-
portant in generating results with higher visual quality
(Figure 1(d) and (e)).

Table 1: Ablation study on the Adobe240 dataset.

whole center

Method PSNR SSIM IE PSNR SSIM IE

Ours w/o rev. 31.32 0.950 8.12 30.08 0.936 9.23
Ours w/o qua. 31.28 0.950 8.18 30.16 0.937 9.21
Ours w/o ada. 32.72 0.965 6.94 31.89 0.958 7.57
Ours 32.81 0.965 6.90 31.96 0.958 7.52
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R2: Directly estimate quadratic flow instead of combining linear flow. As suggested, we will explore this interesting20

idea in the future work.21

R2: SepConv and DVF were not retrained. While the DVF was originally trained on a low-quality dataset UCF-101,22

SepConv has originally been trained on high-quality videos with large motion. As suggested, we retrain DVF on the23

proposed dataset. The PSNRs of the retrained DVF are 28.05 and 26.81 dB on “whole” and “center” of the Adobe24024

dataset. We were not able to retrain SepConv in the rebuttal phase as only the test code is released and the training code25

is not publicly available. We will implement SepConv by ourselves and update the results in the revised paper.26

R2: The output frames are blurrier than the original frames. This issue may be caused by the averaging model for27

frame synthesis which has been used in most video interpolation models. One possible solution to remedy the problem28

is to add a GAN loss to encourage sharper results. We will discuss the limitations in the revised paper.29

R3: Relation to splatting. The proposed flow reversal layer is conceptually similar to the surface splatting in computer30

graphics where the optical flow in our work is replaced by camera projection. We will add the corresponding reference31

in the revised paper.32

R3: More details of the flow filtering network. The flow filtering network is a 23-layer U-Net, where the encoder is33

composed of 12 convolution layers and 5 average pooling layers for dowsampling, and the decoder has 11 convolution34

layers as well as 5 bilinear layers for upsampling. The input of our network is a concatenation of I0, I1, I ′0, I ′1, f0→1,35

f1→0, ft→0, and ft→1, where I ′0 and I ′1 are the warped I0 and I1 with flow ft→0 and ft→1. We do not apply any36

normalization between images and flow fields. The U-Net produces the output δ and r which are used to estimate the37

filtered flow map f ′
t→0 and f ′

t→0 with Eq. 5. Then we warp I0 and I1 with flow f ′
t→0 and f ′

t→1, and feed the warped38

images to a 3-layer CNN to estimate the fusion mask m which is finally used for frame interpolation with Eq. 6. More39

detailed descriptions will be added in the revised paper.40


